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Leslie and Speer (1998, henceforth LS98) examined
a case of explosive Australian east coast cyclogenesis
using a set of short-range ensemble forecasts. Their pa-
per addresses a very interesting and relevant topic,
namely, whether the predictability of explosive cyclo-
genesis and associated phenomenamay be inferred from
the spread produced by an ensemble of simulations. By
varying the initial conditions in an interior nest, they
produced 100 short-range ensemble forecasts (SREFS)
of the event. Because the member forecasts were similar
to each other and to a control forecast, they suggest that
in this case the forecasters might have confidence in a
forecast of potentially dangerous land gales.

Though | agree with the premise that short-range en-
semble forecasting offers the potential to make such
forecasts, and that thisinformation would be very useful
for this case, these conclusions must be regarded with
skepticism. There are reasons other than greater than
normal predictability which may explain the noted small
dispersion. Specifically, this SREF experiment was con-
ducted in asmall domain using identical lateral bound-
ary conditions for all members and with only one-way
interaction between the interior nest and the coarse-res-
olution forecast. These may all suppress the realistic
evolution of differences among ensemble members. Fur-
ther, the method used to generate perturbations for the
inner domain may also have contributed to limiting the
differences among member forecasts.

SREFs are relatively new, and there is limited liter-
ature specific to the subject. The interested reader is
referred to Brookset al. (1992), Mullen and Baumhefner
(1994), Stensrud and Fritsch (1994), Brooks et al.
(1995), Hamill and Colucci (1997, 1998), Du et al.
(1997), and Stensrud et al. (1998), and referencesthere-
in. This literature is mixed, suggesting both the tre-
mendous potential for improving probabilistic weather
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forecasts and notable deficienciesin early tests. Clearly,
we all have much to learn.

Theelusive goal of ensembleforecasting isto produce
member forecasts that are realistic but that have un-
correlated (independent) errors. If member forecast er-
rors are uncorrelated, the probability an event will hap-
pen can be inferred directly from the relative frequency
of the ensemble. For example, if 70% of the member
forecasts indicate land gales, then a 70% forecast of
land gales is realistic. However, if member forecasts
have correlated errors, then some or maybe all of the
forecasts will have similar errors, and the dispersion
among members will not realistically indicate the sit-
uational uncertainty. If one member is incorrect, most
likely the others are incorrect.

Great care must be taken to ensure that the modeling
approach is not constraining predictability error growth
and contributing to correlated errors. To this end, SREF
modelers must either use a sufficiently large compu-
tational domain and/or should supply different lateral
boundary conditions (from an ensemble of coarse-mesh
forecasts) to each member forecast in the innermost do-
main. When the domain is small and the coarse-mesh
forecast supplying the lateral boundary conditions
(LBCs) is imperfect, then both errors and reduced-res-
olution information transported across the LBCs can
quickly ‘“sweep”” away the more accurate, higher-res-
olution simulation developing in the nest interior (Errico
and Baumhefner 1987; Warner et al. 1997). Further,
when the same LBCs are used for each member forecast
as in LS98, whatever information propagates in from
the LBC may be very similar among all members. Be-
cause of this, the dispersion among member forecasts
was probably unrealistically small in LS98 and thus
should not have been used as a predictor of the uncer-
tainty in the forecast.

If LBCs do not differ redlistically for each member
forecast, then the domain must be enlarged enough so
this sweeping effect does not seriously limit predict-
ability error growth. A large domain is important for
another reason, too: the forecast domain should be large
enough to resolve the important scales of motion. A



1206

phenomenon like explosive cyclogenesislikely involves
the interaction of energy at the planetary scale, the syn-
optic scale, and the mesoscale. Hence, the forecast mod-
el must faithfully represent interactions among these
scales. This requires a sufficiently large computational
domain and careful treatment of interactions with the
coarse-mesh forecast (Warner et al. 1997). When alarge
domain is used, the synoptic-scale wavelengths are re-
solved in the fine-mesh simulation. Conversely, with a
small domain, these wavelengths may not be resolved.
Unless the LBCs are interactive, the nested simulation
cannot interact with the larger-scale flow. In the LS98
simulation, the interior nested domain size was approx-
imately (2000 km)?2, centered at 33°S, and the nested
forecast did not interact with the solution on the coarse-
mesh grid. The largest wave that may thus be resolved
in this computational domain is thus approximately
wavenumber 16. The great majority of eddy kinetic en-
ergy is typically contained in scales larger than wave-
number 16 (Lee and Held 1993), with a peak typically
around wavenumbers 5 to 6. Hence, the nested domain
solution in LS98 excluded interactions with the most
energy-containing scales of motion.

The methodology used by L S98 to generate perturbed
initial conditions also may have contributed to produc-
ing an ensemble forecast with unreadlistically small dis-
persion. There were two potential problems here: first,
their technique may have produced unrealistically small
perturbations. Second, the technique to generate these
perturbations implicitly assumed that errorsin theinitial
condition were related to the observations but unrelated
to the atmospheric dynamics. Considering the first of
these two points, perturbations in LS98 may have been
unrealistically small because random, uncorrelated ob-
servational errorswere added to each grid point for each
member before the objective analysis. Thistypical error
magnitude was consistent with the analysis error. How-
ever, the magnitudes of the perturbations may have been
considerably less after the objective analysis and ini-
tialization, which smoothstheinitial, uncorrelated errors
that were added to each grid point. Hence, the resulting
perturbation magnitudes from the initialization process
may have been much smaller than the analysis error,
and the low dispersion noted in their subsequent fore-
casts a consequence of this initially small dispersion
among initial conditions. The evidence provided in
L S98 was not sufficient to determine whether their per-
turbation magnitudes for the initial condition (not the
observations) were consistent with analysis uncertainty;
the true initial condition may actually have laid outside
the swarm of perturbed initial conditions.

The second potential problem is that perturbations
were unrelated to the atmospheric dynamics. An objec-
tive analysisinvolves corrections of afirst guesstoward
a set of observations. Hence, it may be important to
understand the structure of errors in the first guess; for
a chaotic dynamical system, it islikely that these struc-
tures will project onto growing modes, and that even
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after the assimilation of observations, there can be a
significant projection of the analysis error onto these
modes. Admittedly, the wisdom of using a perturbation
scheme connected to the dynamics is an area of active
debate (Anderson 1997). Mullen and Baumhefner
(1989, 1994) suggest the use of ‘“intelligent random
perturbations,” which are unconnected to the dynamics,
while two operational schemes (Molteni et al. 1996;
Toth and Kalnay 1993, 1997) produce perturbations that
are related to the atmospheric dynamics. A theoretically
appealing approach is to run separate forecast and anal-
ysis cycles for all members, adding realistic, indepen-
dent perturbations to the observations used in each
member’s analysis cycle (e.g., Houtekamer et al. 1996;
Houtekamer and Mitchell 1998). Thus, the LS98 per-
turbation methodol ogy may be a reasonable one, but the
lack of a connection with the atmospheric dynamics and
the possible use of unrealistically small perturbations
gives reason for concern.

Other SREF experiments have been over larger do-
mains and with different perturbation methodologies.
Using 13 separate cases, this author examined the ability
of a set of ensemble forecasts to *‘forecast the forecast
skill” of precipitation (Hamill and Colucci 1998). We
found that the magnitude of the deviation of the ensem-
ble about its mean provided no useful evidence of the
situational unpredictability. Instances with low disper-
sion typically had no lower error than instances with
high dispersion. Using alarger set of cases, Stensrud et
al. (1998) found no correlation between the spread of
cyclone positions and the uncertainty of the forecast
cyclone position. These studies do not invalidate the
concept of SREF; rather, they illustrate that evenin more
carefully designed experiments a user cannot automat-
ically expect reliable probahility forecasts to be gen-
erated from uncorrected ensemble forecasts. We still
need to address many theoretical and technical ques-
tions.

The temptation to run SREFs at the highest possible
resolution is understandable, given the ample evidence
of the benefits of increased resolution. However, aswas
summarized in Warner et a. (1997), the presumed ben-
efits of high resolution are often not realized when small
domains are used. This warning must be considered
even more urgently when running ensembles of fore-
casts. So, what possible alternatives might LS98 have
considered? Given that the authors conducted a 100-
member simulation at 15-km resolution over a limited
area, by reducing the horizontal resolution to 30 km,
the domain area could have been enlarged by a factor
of 8, and there is much evidence to suggest that 30-km
resolution is adequate to predict explosive cyclogenesis.
If the number of members were also reduced from 100
to 20, the domain area could have been 40 times as
large. This simulation would have been on so large a
computational domain that lateral boundary conditions
would have been largely irrelevant and all important
wavelengths could have been resolved.
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